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M. Asplund et al.: The chemical make-up of the Sun: A 2020 vision

of the highly realistic 3D hydrodynamical stellar surface convec-
tion models and self-consistently describe departures from the
LTE within the trace-element assumption. The non-LTE e↵ects
can typically be expected to be exacerbated in 3D compared to
1D modelling (Asplund 2005). The field has benefited tremen-
dously from the increased availability of accurate atomic data
for the vast number of radiative and collisional cross-sections
required, including the previously highly uncertain inelastic col-
lisions with electrons and with neutral hydrogen, which are of
paramount importance in the atmospheres of late-type stars (e.g.,
Barklem 2016a). It is truly remarkable that all free parameters
– mixing length parameters, microturbulence, macroturbulence,
Unsöld enhancement factor for pressure broadening, Drawin
scaling factor for H collisions, etc – which have hampered quan-
titative stellar spectroscopy for decades, are now finally obsolete.
Together with vastly improved stellar modelling and transition
probabilities, this has drastically improved the accuracy and pre-
cision of the inferred stellar chemical compositions.

Asplund et al. (2009) presented the first fully 3D-based anal-
ysis of the solar photospheric elemental abundances with non-
LTE calculations (usually based on 1D model atmospheres) for
the most important elements; earlier 3D determinations for many
elements were reported in for example Asplund et al. (2000c,
2004, 2005a,b). It was also the first time all spectroscopically
available elements were analysed in a homogeneous manner and
with the systematic uncertainties quantified in detail (see also
Scott et al. 2015a,b and Grevesse et al. 2015 for further details).

Here, we discuss further improvements to our solar anal-
ysis, including new 3D non-LTE calculations for many more
elements, better atomic data, and refined line selection, which
have led to a revision of the abundances of numerous elements.
We argue that our study represents a state-of-the-art determi-
nation of the solar chemical composition, yielding the most
reliable results available today. Complemented with precise lab-
oratory measurements of the compositions of the most pristine
meteorites (e.g., Palme et al. 2014), the new solar abundances
enable us to uncover subtle abundance di↵erences with conden-
sation temperatures of the elements between the Sun and CI
chondrites, which reflect the complicated processes of star and
planet formation. For convenience, we also provide estimates
for the proto-solar (isotopic) abundances where the e↵ects of
atomic di↵usion, nuclear burning, and radioactive decay have
been taken into account, as well as the present-day and proto-
solar mass fractions of H, He, and heavy elements.

2. Present-day photospheric solar abundances

Table 1 intercompares the main ingredients of this study and
our previous 3D-based solar abundance analyses in terms of
3D solar modelling and spectral line formation, showing that
most recent progress has concerned non-LTE calculations, as
described further below. The recommended solar photospheric
elemental abundances presented in Table 2 and shown in Fig. 1
represent, in our opinion, the most reliable measurements avail-
able today, obtained with state-of-the-art analysis techniques and
the best atomic and molecular data. All abundances have well-
quantified and justified uncertainties and supersede those given
in our previous summaries of the solar chemical composition
(e.g., Asplund et al. 2005a, 2009).

The abundances are expressed on the traditional astronomi-
cal logarithmic abundance scale. Hydrogen is the natural refer-
ence element for solar (and stellar) spectroscopy, both because
it is the most abundant element and because it provides the con-
tinuous opacity in the optical and infrared through the negative
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Fig. 1. Present-day solar photospheric logarithmic abundances (by num-
ber) as a function of atomic number, with H defined as log ✏H ⌘ 12.00.
For elements for which no photospheric determination has been pos-
sible the CI chondritic abundance is shown, corrected for the identi-
fied correlation with condensation temperature (Sect. 3.3). H and He
are the most abundant elements on account of being produced in the
Big Bang with some contribution to He from stellar H-burning. Promi-
nent peaks occur around O, Fe, Ba, and Pb, while elements with an
even atomic number have higher abundances than neighbouring odd
elements (so-called odd-even e↵ect) as a result of stellar evolution and
nuclear physics (minimum nuclear binding energy and nuclei magic
numbers). Li, F, and Sc have particularly low abundances relative to
nearby elements on account of them being odd elements, having rela-
tively low binding energy, and not being part of the main nucleosynthe-
sis production channels in stars. We note that the unstable elements Tc
(Z = 43) and Pm (Z = 61) are not shown.

hydrogen ion H�. The normalisation of the elemental number
density NX for an element X is defined as log ✏X ⌘ log (NX/NH)+
12.00, for historical reasons, hence log ✏H ⌘ 12.003.

After first summarising some central ingredients in our anal-
ysis, in the following sub-sections we present a detailed discus-
sion of the elements for which solar photospheric abundances
have been newly analysed, compared with our previous spectro-
scopic studies of elements heavier than Ne (Scott et al. 2015a,b;
Grevesse et al. 2015). In some cases, we simply updated their
results in light of new atomic data (in particular, transition prob-
abilities) or improved non-LTE abundance corrections, or we
made a di↵erent choice in terms of the line list or weighting
of the individual lines. For Li, C, N, O, Na, Mg, Al, Si, K, Ca,
Fe, and Ba, our results are based on new 3D non-LTE calcula-
tions. We also discuss the elements that are not accessible by
spectroscopy of the quiet Sun for which other methods to infer
the solar abundances are required.

2.1. General considerations of the analysis

Model atmospheres. As a default solar model atmo-
sphere, we employed the same 3D hydrodynamic simulation
of the solar surface convection computed with the Stagger
code (Nordlund & Galsgaard 1995; Stein & Nordlund 1998;
Magic et al. 2013), as was done in our recent studies of 3D

3 This choice was supposedly to avoid having negative elemental abun-
dances for the Sun (Claas 1951; Goldberg et al. 1960). While this is also
true for the here recommended solar photospheric abundances – barely,
with log ✏Th = 0.03 ± 0.10 being the smallest value – several naturally
occurring elements indeed have log ✏ < 0 in CI chondritic meteorites
(Sect. 3): Ne, Ar, Kr, Xe, Ta, and U.
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• Elemental abundances (etc.) are inferred via comparison to model spectra


• Are LTE models good enough?  Can we uncover interesting astrophysics 
when using more realistic (non-LTE) model spectra?





Motivation

• Elemental abundances (etc.) are inferred via comparison to model spectra


• Are LTE models good enough?  Can we uncover interesting astrophysics 
when using more realistic (non-LTE) model spectra?


• Four examples


1. S I magnetic field diagnostic in o Pegasi (Am star)


2. C/O planet signature (FG dwarfs)


3. [Mg/Fe] accretion signature (FG dwarfs)


4. [C/O] Pop III signature (FG dwarfs)

3D non-LTE 

(convective envelopes)



1. S I magnetic field diagnostic in o Peg.



1. S I magnetic field diagnostic in o Peg.

Observation (CRIRES)

Non-LTE fit with 
2kG mean field

Interesting differential diagnostic of magnetic fields 

(Fine-structure components with different sensitivities)

[Kochukhov et al. 2024]

Non-LTE fit

(No magnetic field)



1. S I magnetic field diagnostic in o Peg.

Interesting differential diagnostic of magnetic fields 

(Fine-structure components with different sensitivities)

Observation (CRIRES)

LTE fit with A(S) 
0.2 dex higher

Good fit for one 
component (but wrong 

abundance)
[Kochukhov et al. 2024]

Non-LTE fit

(No magnetic field)



1. S I magnetic field diagnostic in o Peg.

Interesting differential diagnostic of magnetic fields 

(Fine-structure components with different sensitivities)

Observation (CRIRES)

Non-LTE fit

(No magnetic field)

LTE fit to the blue 
component

LTE: possible false 
detection of magnetic field

[Kochukhov et al. 2024]
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• LTE analysis: two populations 
overlap

[Amarsi, Nissen and Skúladóttir 2019]
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3. [Mg/Fe] accretion signature

Early days of the Milky Way, artist impression [Gabriel Pérez Díaz, SMM, IAC]



3. [Mg/Fe] accretion signature
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• Mg abundances for stars in the 
Galaxy


• LTE analysis: high-alpha “in-
situ” halo and low-alpha 
“accreted” halo (Nissen & 
Schuster 2010; cf Gaia 
Enceladus, last major merger)
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[Nissen, Amarsi, et al. 2024; Lind and Amarsi 2024]

• Mg abundances for stars in the 
Galaxy


• LTE analysis: high-alpha “in-
situ” halo and low-alpha 
“accreted” halo (Nissen & 
Schuster 2010; cf Gaia 
Enceladus, last major merger) 


• Non-LTE analysis: low-alpha 
halo reveals substructure, 
linked to multiple accretion 
events
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• C and O abundances for stars 
in the Galaxy
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• C and O abundances for stars 
in the Galaxy


• LTE analysis: upturn in [C/O] at 
low metallicity; possible 
signature of yields of 
Population III stars (Akerman+ 
2004) 


• Non-LTE-analysis: plateau at 
low-metallicity (no signature)



4. [C/O] Pop III signature

−3.5 −3.0 −2.5 −2.0 −1.5 −1.0 −0.5 0.0 0.5
−1.0

−0.5

0.0

−3.5 −3.0 −2.5 −2.0 −1.5 −1.0 −0.5 0.0 0.5
[O/H]

−1.0

−0.5

0.0

[C
/O

]

3D NLTE
Thin disk
Thick disk
Halo (α−rich)
Halo (α−poor)

[Amarsi, Nissen and Skúladóttir 2019]

• C and O abundances for stars 
in the Galaxy


• LTE analysis: upturn in [C/O] at 
low metallicity; possible 
signature of yields of 
Population III stars (Akerman+ 
2004) 


• Non-LTE-analysis: plateau at 
low-metallicity (no signature)



Theory and methods

When is LTE valid?  How do we calculate non-LTE spectra in practice? 

[See Rutten (2003) lecture notes, Hubeny & Mihalas (2015) textbook, Lind & Amarsi (2024) review]



Populations in LTE
• Absorption line strengths depend on 

number of absorbers and emitters in 
the correct energy states
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Populations in LTE
• Absorption line strengths depend on 

number of absorbers and emitters in 
the correct energy states


• Local thermodynamic equilibrium (LTE): 
trivially known via Saha and Boltzmann 
distributions


- 


-

n2

n1
=

g2

g1
exp (−

E2 − E1

kBT )
ne

NII

NI
=

2
Λ3

Z2

Z1
exp (−

EII − EI

kBT )

486nm



Populations in non-LTE
• More general solution: solve the rate 

equations to find statistical equilibrium


- 


• C are collisional rates, depend on local 
Maxwellian-averaged cross-sections 


• R takes into account non-local photons


- e.g. for bound-bound absorption, 

, mean radiation 

field  determined via radiative transfer

ni Σj[Rij + Cij] = Σjnj[Rji + Cji]

Rlu = ∫
∞

0
BluJνφ (ν − ν0) dν

Jν
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Figure 1. Term diagram of lithium, illustrating the energies of
di↵erent states, ordered according to spectroscopic term. Bound-
bound radiative transitions are marked with black lines, and the
abundance diagnostic lines at 610.4 nm, 670.8 nm, and 812.6 nm
are highlighted in red. The long horizontal blue lines are super
levels where the l quantum number has been collapsed. The 2F0

states are superstates representing l > 3.

using eight horizontal angles, for a total of 57 rays. We com-
pute spectra for abundances in the range A(Li) = �0.5 to
+4.0, in steps of 0.5 dex, which produces an abundance inter-
polation error of at most ⇠ 0.02 dex, as determined through
comparison to calculations over the full abundance range
with very small steps.

2.1 Li Model Atom

We use a model atom containing 20 levels of Li i plus the
Li ii ground state, connected by 113 bound-bound and 20
bound-free transitions. We compute the spectra of the three
strongest transitions, highlighted in Fig. 1.

The model atom originates with Carlsson et al. (1994),
and was substantially updated by Lind et al. (2009) and Os-
orio et al. (2011). Briefly, energy levels and radiative tran-
sition data come from TOPbase (Peach et al. 1988), with
some notable exceptions. The atomic data for the 670.8 nm
transition uses an oscillator strength from Yan et al. (1998),
fine structure splitting from Sansonetti et al. (2011) and hy-
perfine splitting from Beckmann et al. (1974) and Puchalski
& Pachucki (2009). Although updated, the resulting wave-
lengths and relative oscillator strengths are consistent with
those of Smith et al. (1998). Likewise, the 610.4 nm transi-
tion uses an oscillator strength from Yan et al. (1998) and
fine structure splitting from Lindg̊ard & Nielson (1977). For
all transitions, we assume the presence of 7Li only, neglect-
ing any isotopic splitting. The three strongest transitions
use collisional broadening parameters based on Anstee &
O’Mara (1995) and Barklem & O’Mara (1997).
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Figure 2. Stellar parameters of the Stagger-grid models (Magic
et al. 2013) used in this work, colour-coded according to [Fe/H];
the Sun, HD 84937, HD 140283 and Procyon are shown with
squares. Stellar evolution tracks at solar metallicity with masses
in the range 0.7–1.5M� in steps of 0.1M� from MIST (Paxton
et al. 2011, 2013, 2015; Choi et al. 2016; Dotter 2016) are shown
for reference, labeled according to mass.

Cross-sections for excitation and ionisation through
electron collisions were calculated and implemented by Os-
orio et al. (2011). Inelastic hydrogen collisional transition
rates for excitation and charge transfer of low-lying states
(Barklem et al. 2003) are based on cross-sections from Croft
et al. (1999) and Belyaev & Barklem (2003). We have fur-
ther implemented inelastic hydrogen collisional excitation
rates for more highly excited states following Kaulakys
(1985, 1991), using the publicly available code KAULAKYS
(Barklem 2016).

2.2 Stellar atmospheres

2.2.1 3D Hydrodynamical Stellar Model Atmospheres

To calculate 3D NLTE synthetic spectra, we use balder to
perform radiative transfer post-processing of 3D hydrody-
namical model atmospheres from the stagger-grid (Magic
et al. 2013). Each simulation covers a time sequence of
roughly two convective turnover times, represented by about
150 snapshots. A small number of simulations su↵ered from
convergence problems, and are therefore not considered in
this work. As a result, we selected 195 models, shown in
Fig. 2. These cover stellar parameters representing FGK-
type dwarfs and giants, in a wide range of metallicities be-
tween [Fe/H] = �4.0 and +0.5. All models adopt the As-
plund et al. (2009) metal mixture, aside from models with
[Fe/H] 6 �1 where an ↵-enhancement of [↵/Fe] = 0.4 dex
is further applied.

From each simulation, we select five temporally equidis-
tant snapshots. Test calculations based on larger sets of

MNRAS 000, 000–000 (0000)

Lithium

[Wang, Nordlander, et al. 2021]



Interpretation

• Radiation in atmosphere is non-Planckian


- At a particular layer in the atmosphere, locally-generated photons are scattering out 
and escaping (TE assumes all emitted photons are immediately reabsorbed) — 
photon losses


- Photons escaping from other (mostly deeper) layers scatter into the layer you are 
trying to model — photon pumping, overexcitation/overionisation



Stagger simulations + Balder non-LTE post-processing [Thomas Nordlander, Australian National University]



Stagger simulations + Balder non-LTE post-processing [Thomas Nordlander, Australian National University]



Interpretation For which stars do we typically expect 
stronger non-LTE effects?


High or low ?

High or low ?

log g
Teff

• Radiation in atmosphere is non-Planckian


- At a particular layer in the atmosphere, locally-generated photons are scattering out 
and escaping (TE assumes all emitted photons are immediately reabsorbed) — 
photon losses


- Photons escaping from other (mostly deeper) layers scatter into the layer you are 
trying to model — photon pumping, overexcitation/overionisation


• Particles have LTE (Maxwellian) velocities (Hubeny and Mihalas chapter 4) 


• Competition between collisions (LTE) and (escaping) radiation (non-LTE)



Interpretation

• Lower 


- Lower gas pressure


- Fewer collisions to bring system to LTE


• Higher 


- Larger (escaping) UV flux (dB/dT is 
large in the UV), more photon pumping


- Usually have high density of atomic/
ionic lines and important 
photoionisation thresholds in the UV

log g

Teff

Beware there are exceptions, and 
cancellation effects, depending on the 

species and spectral line



Non-LTE codes

• Commonly used codes include MULTI, DETAIL, TLUSTY, CLOUDY,…


• (Examples in this presentation use BALDER, an offshoot of Multi3D, with 
links to MULTI)


• One uncertainty is the equation of state and background opacities of the 
non-LTE code


- Background opacities block the radiation from the species of interest, generally (but 
not always) reducing departures from LTE


- Good to check when was the last time this was updated



The model atom

• Non-LTE solution is only as good as the 
input atomic (and ionic) data


• This compilation of data is called the 
“model atom”


• Significant effort to construct and test 
model atoms


• Relevant atomic/molecular data are 
often missing/inaccurate
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electron collisions were calculated and implemented by Os-
orio et al. (2011). Inelastic hydrogen collisional transition
rates for excitation and charge transfer of low-lying states
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et al. (1999) and Belyaev & Barklem (2003). We have fur-
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rates for more highly excited states following Kaulakys
(1985, 1991), using the publicly available code KAULAKYS
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2.2 Stellar atmospheres

2.2.1 3D Hydrodynamical Stellar Model Atmospheres

To calculate 3D NLTE synthetic spectra, we use balder to
perform radiative transfer post-processing of 3D hydrody-
namical model atmospheres from the stagger-grid (Magic
et al. 2013). Each simulation covers a time sequence of
roughly two convective turnover times, represented by about
150 snapshots. A small number of simulations su↵ered from
convergence problems, and are therefore not considered in
this work. As a result, we selected 195 models, shown in
Fig. 2. These cover stellar parameters representing FGK-
type dwarfs and giants, in a wide range of metallicities be-
tween [Fe/H] = �4.0 and +0.5. All models adopt the As-
plund et al. (2009) metal mixture, aside from models with
[Fe/H] 6 �1 where an ↵-enhancement of [↵/Fe] = 0.4 dex
is further applied.

From each simulation, we select five temporally equidis-
tant snapshots. Test calculations based on larger sets of

MNRAS 000, 000–000 (0000)

Lithium

[Wang, Nordlander, et al. 2021]

• Energies, statistical weights, partition functions

• Radiation: transition rates (Einstein A’s), 

photoionisation cross-sections

• Collisions: (low-energy) collision cross-sections 

(free electrons; hydrogen in cool stars)



The model atom
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Figure 5: Grotrian diagram illustrating part of a model atom of Fe i. The energy levels are

taken from the Kurucz database and include experimentally confirmed (blue) and predicted

levels (red). Only transitions with experimentally measured transition probabilities are

shown. Data sources are listed in Lind et al. (2017).

Eq. 8.86 of Hubeny & Mihalas (2015) for the reduction in binding energy, which gives around

0.01 eV in the deepest layers of the atmospheres of warm late-type stars, and smaller values

in the line-forming regions. In reality, the levels this close to the ionisation threshold have

small Boltzmann factors and are not significantly populated in late-type stars, and thus are

often omitted. Usually, for the neutral species for example, only levels up to some tenths

of an electron volt from the ionisation threshold are included explicitly. This is su�cient to

allow for collisional coupling to the next ionisation stage (Mashonkina et al. 2011; cf. the

mean electron kinetic energy E = 3

2
kBT = 0.75 eV for solar photospheric conditions).

2.2.3. Radiative transitions. The radiative rates Rij appearing in the equations of statisti-

cal equilibrium (Sect. 2.3.3) depend on the Einstein coe�cients or oscillator strengths for

the bound-bound radiative transitions, and the cross-sections for the bound-free radiative

transitions, together with the radiation field. NIST ASD contains a critical compilation

of experimental and theoretical data and is again the usual starting point in the current

context. The VALD repository can also be very useful, containing a wealth of experimental

and theoretical data compiled from the literature. It can be worth scanning literature di-

rectly for the latest results from the various groups measuring precise data (e.g. Belmonte

et al. 2021, Geng et al. 2022, Burheim et al. 2023, Clear et al. 2023, Den Hartog et al. 2023,

Zhou & Shang 2023), and groups calculating extended data of su�cient overall accuracy

for stellar spectroscopy (e.g. Li et al. 2023a,b) based on for example Multi-Configuration

Dirac-Hartree-Fock (MCDHF) methods (e.g. Froese Fischer et al. 2019). To complete the

model atom, such data must often be complemented with the results of semi-empirical or

fully theoretical calculations, for example from the Kurucz database, or from TOPbase,

TIPbase, and NORAD-Atomic-Data that employ the R-matrix method (Burke 2011), as

www.annualreviews.org • 3D non-LTE abundance analyses of late-type stars 11

• Non-LTE solution is only as good as the 
input atomic (and ionic) data


• This compilation of data is called the 
“model atom”


• Significant effort to construct and test 
model atoms


• Relevant atomic/molecular data are 
often missing/inaccurate

Some uncertainties for hot stars:

• Photoionisation cross-sections (e.g. 

hydrogenic vs R-matrix)

• Electron collisions (e.g. van Regemorter 

or Seaton recipes vs R-matrix)

• Completeness of excited states

Iron

[Lind and Amarsi 2024]



Typical non-LTE effects

Are non-LTE spectral lines stronger or weaker than LTE spectral lines?



S I infrared triplet in detail

Observation (CRIRES)

Non-LTE fit

LTE fit with A(S) 
0.2 dex higher

[Kochukhov et al. 2024]

In non-LTE, the blue component gets stronger, the 
middle component gets weaker — why?



S I infrared triplet in detail

• Transition from  to 


• In the model, the  level 
populations have identical 
departures from LTE


• But middle line component ( ) 
gets weaker while other line 
components ( ) get stronger


• Understand this by looking at 
departure coefficients
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Fig. 1. Model of the sulfur atom. Only transitions considered in detail are indicated.

2. MODEL OF NEUTRAL SULFUR

In our calculations, we used the MULTI program
package [15], which we modified slightly [16]. In
particular, since we use Kurucz [17] models obtained
with the ATLAS9 code, we replaced the MULTI
block for opacities with the corresponding block from
ATLAS9. The mean intensities needed to obtain the
photoionization rates were calculated in a separate
block using a grid of wavelength points at each layer
of the atmosphere, and were then written to a data
array, from which they are interpolated when the
photoionization rates were calculated. This made it
possible to take into account absorption in a number
of lines, especially at near-UV wavelengths, which is
crucial for the accurate estimates of the photoioniza-
tion rates.

The model for the sulfur atom consists of 64 lower
SI levels of the singlet, triplet, and quintet systems
(up to the 10s3S◦ level with energy 81 849.68 cm−1)
and the ground SII level. One SI level and four SII
levels were also included in the equation of conser-
vation of the number of particles, whose populations
were assumed to correspond to LTE. The fine struc-
ture of the levels was not taken into account. The
excitation energies for all terms were taken from [18].

The photoionization rates for all the levels con-
sidered were calculated using the detailed photoion-
ization cross sections from the OP TopBASE. We
selected 137 radiative bound–bound transitions, both
allowed and intercombinational, for detailed consid-
eration. The radiative rates for the remaining 200 very
weak radiative transitions were assumed to be con-
stant and were calculated in an LTE approximation.
The oscillator strengths were taken from the OP Top-
BASE, and proved to be in good consistency with
the values from [19, 20]. The oscillator strengths for
forbidden transitions were taken from [21]. Figure 1
presents a schematic of the sulfur atom levels and the
transitions we analyzed in detail.

The rates of electron-collisional excitation for
allowed transitions were calculated using the formula
of van Regemorter [22], and those for forbidden
transitions using the formula of Allen [23] with
Ω = 0. Electron-collisional ionization was taken into
account using the formula of Seaton [24] and the
cross sections at the ionization threshold from the
OP TopBASE.

Non-elastic collisions with hydrogen atoms are
significant for sulfur atoms in cool stars, as was
shown by Takeda et al. [10]. We included this effect
using the formula suggested by Steenbock and Hol-
weger [25], without the correction factor.

ASTRONOMY REPORTS Vol. 53 No. 7 2009

[Korotin 2009]

Overionisation

Photon 
losses

Various competing 
effects



Departure coefficients b =
nNLTE

nLTE

• Line source function goes as 
ratio of upper and lower level b’s, 




- Lower source function = stronger 
line


• Line opacity goes as b of the 
lower level, 


- Higher opacity = stronger line
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Deep atmosphere 
= LTE (why?)

High up = strong 
non-LTE effects 

(why?)
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If the departure coefficients as a 
function of depth are identical for all 
three S I components, why are their 

non-LTE effects different?

• Line source function goes as 
ratio of upper and lower level b’s, 




- Lower source function = stronger 
line


• Line opacity goes as b of the 
lower level, 


- Higher opacity = stronger line
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[Kochukhov et al. 2024]
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lower source 
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Overionisation

(Absorption of UV photons 

from deeper layers; all 
neutral S levels depopulate; 

lower line opacity)

Departure coefficients b =
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• Line source function goes as 
ratio of upper and lower level b’s, 




- Lower source function = stronger 
line


• Line opacity goes as b of the 
lower level, 


- Higher opacity = stronger line
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What happens to b 
photoionisation is 

switched off?

Overionisation

(Absorption of UV photons 

from deeper layers; all 
neutral S levels depopulate; 

lower line opacity)

• Line source function goes as 
ratio of upper and lower level b’s, 




- Lower source function = stronger 
line


• Line opacity goes as b of the 
lower level, 


- Higher opacity = stronger line

bu/bl

bl
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Switching off photoionisation…

Departure coefficients b =
nNLTE

nLTE

What happens 
to the lines?

Overionisation

(Absorption of UV photons 

from deeper layers; all 
neutral S levels depopulate; 

lower line opacity)

• Line source function goes as 
ratio of upper and lower level b’s, 




- Lower source function = stronger 
line


• Line opacity goes as b of the 
lower level, 


- Higher opacity = stronger line

bu/bl

bl

[Kochukhov et al. 2024]
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A(S) from S I lines will be 
underestimated in LTE
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Photon losses in the 
triplet lines


(Photons emitted by the line 
escape instead of being 

reabsorbed; stronger lines) 
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What happens if the 
triplet lines are 
switched off?

• Line source function goes as 
ratio of upper and lower level b’s, 




- Lower source function = stronger 
line


• Line opacity goes as b of the 
lower level, 


- Higher opacity = stronger line

bu/bl

bl

Photon losses in the 
triplet lines


(Photons emitted by the line 
escape instead of being 

reabsorbed; stronger lines) 

[Kochukhov et al. 2024]
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Removing the 
triplet…

Departure coefficients b =
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What happens 
to the lines?

• Line source function goes as 
ratio of upper and lower level b’s, 




- Lower source function = stronger 
line


• Line opacity goes as b of the 
lower level, 


- Higher opacity = stronger line
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bl

Photon losses in the 
triplet lines


(Photons emitted by the line 
escape instead of being 

reabsorbed; stronger lines) 
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1045.5 1045.6 1045.7 1045.8 1045.9 1046.0
0.4

0.6

0.8

1.0

1045.5 1045.6 1045.7 1045.8 1045.9 1046.0
Wavelength (air) / nm

0.4

0.6

0.8

1.0

N
o

rm
. 

flu
x

LTE
Non−LTE
No S I IR triplet

[Kochukhov et al. 2024]

Summary: non-LTE 
effects are complicated

Photon losses in the 
triplet lines


(depopulates upper 
level) deeper 

(absorption) lines



Applying non-LTE corrections

How can we carry out non-LTE spectral analyses in practice?



Correcting LTE results

• Non-LTE calculations are more expensive than LTE ones


- For a whole spectrum: 10-50 times more computationally expensive


- For a single line: 1000-5000 times more computationally expensive


- Excludes code overheads + the human cost of constructing the model atom(s)


• Instead, users can correct LTE results with non-LTE data pre-computed by 
modellers


1. Using abundance corrections


2. Using departure coefficients



1. Abundance corrections

• Given spectral line, model atmosphere, modeller 
calculates spectral lines in non-LTE and in LTE for 
different abundances


• For a given LTE abundance , modeller finds non-
LTE abundance  such that non-LTE and LTE 
equivalent widths agree


• Modeller creates a grid of abundance corrections 



• User interpolates  

ALTE
ANLTE

Δ = ANLTE − ALTE

Δ = Δ(Teff, log g, [Fe/H], ALTE, ξmic.)

LTE needs 0.2 dex 
higher A(S)

[Kochukhov et al. 2024]

Δ = − 0.2



2. Departure coefficients

• Given model atmosphere, abundance, 
modeller calculates departure coefficients


• User takes departure coefficients 
 and reads 

them into an LTE code


• LTE code corrects line opacity using  and 
line source function using , interpolating 
if necessary


• User gets non-LTE spectra with LTE cost

b = b(Teff, log g, [Fe/H], ANLTE, ξmic.)

bl
bu/bl
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2. Departure coefficients

• Many LTE codes support reading and 
interpolating departure coefficients e.g.


- PySME (Wehrhahn+ 2023; Nik’s tutorial tomorrow)


- Turbospectrum (Gerberg+ 2023)


- Synmast (Kochukhov+ 2010)


- (Various others)


• Straightforward to implement into your 
favourite LTE code
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Conclusion



Conclusion

• Taking non-LTE effects into account can reveal 
interesting new astrophysics
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Conclusion

• Taking non-LTE effects into account can reveal 
interesting new astrophysics


• LTE is valid in the limit of large collisions; but 
anticipate large non-LTE effects in hot stars 

ni Σj[Rij + Cij] = Σjnj[Rji + Cji]
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Figure 5: Grotrian diagram illustrating part of a model atom of Fe i. The energy levels are

taken from the Kurucz database and include experimentally confirmed (blue) and predicted

levels (red). Only transitions with experimentally measured transition probabilities are

shown. Data sources are listed in Lind et al. (2017).

Eq. 8.86 of Hubeny & Mihalas (2015) for the reduction in binding energy, which gives around

0.01 eV in the deepest layers of the atmospheres of warm late-type stars, and smaller values

in the line-forming regions. In reality, the levels this close to the ionisation threshold have

small Boltzmann factors and are not significantly populated in late-type stars, and thus are

often omitted. Usually, for the neutral species for example, only levels up to some tenths

of an electron volt from the ionisation threshold are included explicitly. This is su�cient to

allow for collisional coupling to the next ionisation stage (Mashonkina et al. 2011; cf. the

mean electron kinetic energy E = 3

2
kBT = 0.75 eV for solar photospheric conditions).

2.2.3. Radiative transitions. The radiative rates Rij appearing in the equations of statisti-

cal equilibrium (Sect. 2.3.3) depend on the Einstein coe�cients or oscillator strengths for

the bound-bound radiative transitions, and the cross-sections for the bound-free radiative

transitions, together with the radiation field. NIST ASD contains a critical compilation

of experimental and theoretical data and is again the usual starting point in the current

context. The VALD repository can also be very useful, containing a wealth of experimental

and theoretical data compiled from the literature. It can be worth scanning literature di-

rectly for the latest results from the various groups measuring precise data (e.g. Belmonte

et al. 2021, Geng et al. 2022, Burheim et al. 2023, Clear et al. 2023, Den Hartog et al. 2023,

Zhou & Shang 2023), and groups calculating extended data of su�cient overall accuracy

for stellar spectroscopy (e.g. Li et al. 2023a,b) based on for example Multi-Configuration

Dirac-Hartree-Fock (MCDHF) methods (e.g. Froese Fischer et al. 2019). To complete the

model atom, such data must often be complemented with the results of semi-empirical or

fully theoretical calculations, for example from the Kurucz database, or from TOPbase,

TIPbase, and NORAD-Atomic-Data that employ the R-matrix method (Burke 2011), as
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Conclusion

• Taking non-LTE effects into account can reveal 
interesting new astrophysics


• LTE is valid in the limit of large collisions; but 
anticipate large non-LTE effects in hot stars 


• Non-LTE line strengthening and line weakening 
effects, depending on the stellar parameters, 
abundances, species, and spectral line

[Kochukhov et al. 2024]



• Taking non-LTE effects into account can reveal 
interesting new astrophysics


• LTE is valid in the limit of large collisions; but 
anticipate large non-LTE effects in hot stars 


• Non-LTE line strengthening and line weakening 
effects, depending on the stellar parameters, 
abundances, species, and spectral line


• Interpolate pre-computed grids of departure 
coefficients to get non-LTE spectra on the fly

Conclusion
Non-LTE with BALDER


Synthesis with SYNMAST

[Kochukhov et al. 2024]


